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Abstract: Fourier ptychographic microscopy (FPM) is a newly developed microscopic technique
for large field of view, high-resolution and quantitative phase imaging by combining the techniques
from ptychographic imaging, aperture synthesizing and phase retrieval. In FPM, an LED array is
utilized to illuminate the specimen from different angles and the corresponding intensity images
are synthesized to reconstruct a high-resolution complex field. As a flexible and low-cost approach
to achieve high-resolution, wide-field and quantitative phase imaging, FPM is of enormous
potential in biomedical applications such as hematology and pathology. Conventionally, the FPM
reconstruction problem is solved by using a phase retrieval method, termed Alternate Projection.
By iteratively updating the Fourier spectrum with low-resolution-intensity images, the result
converges to a high-resolution complex field. Here we propose a new FPM reconstruction
framework with deep learning methods and design a multiscale, deep residual neural network for
FPM reconstruction. We employ the widely used open-source deep learning library PyTorch
to train and test our model and carefully choose the hyperparameters of our model. To train
and analyze our model, we build a large-scale simulation dataset with an FPM imaging model
and an actual dataset captured with an FPM system. The simulation dataset and actual dataset
are separated as training datasets and test datasets, respectively. Our model is trained with
the simulation training dataset and fine tuned with the fine-tune dataset, which contains actual
training data. Both our model and the conventional method are tested on the simulation test
dataset and the actual test dataset to evaluate the performances. We also show the reconstruction
result of another neural network-based method for comparison. The experiments demonstrate that
our model achieves better reconstruction results and consumes much less time than conventional
methods. The results also point out that our model is more robust under system aberrations such
as noise and blurring (fewer intensity images) compared with conventional methods.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Fourier ptychographic microscopy (FPM) is a newly developed microscopic technique for large
field of view (FOV), high resolution and quantitative phase imaging [1–4]. FPM is developed
from the lens-less imaging technique termed ptychography [5–7] and combines the concepts of
aperture synthesizing [8–10] and phase retrieval [11–13]. The Fourier ptychography technique
enlarges the equivalent numerical aperture (NA) of the system and achieves phase imaging without
lasers by simply employing a LED array. The ptychography method illuminates the specimen
with a focused beam in real space and records the diffraction patterns while scanning to different
positions. Different from ptychography, FPM illuminates the specimen with angle-varied plane
waves provided by a LED array. When illuminated with oblique plane waves, high-frequency
information of the specimen is shifted into the passband of the objective lens. Similar to aperture
synthesizing, FPM collects images containing different high-frequency information and stitches

                                                                                              Vol. 27, No. 6 | 18 Mar 2019 | OPTICS EXPRESS 8612 

#348562  
Journal © 2019

https://doi.org/10.1364/OE.27.008612 
Received 18 Oct 2018; revised 6 Dec 2018; accepted 15 Dec 2018; published 11 Mar 2019 

https://doi.org/10.1364/OA_License_v1
https://crossmark.crossref.org/dialog/?doi=10.1364/OE.27.008612&amp;domain=pdf&amp;date_stamp=2019-03-11


them together in Fourier space to enlarge the passband of the optical system. A larger passband
in Fourier space results in a larger equivalent NA and a higher resolution. Therefore, building
a FPM with a low-NA microscope system achieves large FOV and high resolution at the same
time [1,4, 14]. Different from aperture synthesizing, FPM does not measure the phase directly
at each illumination angle but applies the phase retrieval technique to recover the lost phase
information.
FPM offers a flexible and low-cost approach to achieve high resolution, wide field and

quantitative phase imaging without any mechanical moving components or phase measurements.
Since the appearance of FPM, it has been used in many biomedical applications such as
hematology [15] and pathology [16, 17]. Various modifications have also been implemented on
both the system setup and the reconstruction method to improve FPM. Similar to ptychography,
many system aberrations can be corrected in FPM, such as the aberration of objective lens [18,19],
the positions of LED elements [20,21] and the defocus distance [19,22]. To accelerate the image
capture procedure, several strategies such as content awareness [23] andmultiplexing [3,24,25] are
introduced into FPM. Optimization theories like Gauss-Newton method [26], Wirtinger flow [27]
and convex relaxation [28] are developed to improve the reconstruction speed and robustness.
Innovative system designs for FPM such as lens-less system [29], reflective system [30], fluorescent
system [31] and macroscopic system [32,33] are also reported. These modifications show the
great prospect of FPM in biomedical observation and clinical diagnosis. However, there are still
some defects in the conventional FPM reconstruction methods such as low temporal resolution
and poor robustness under system aberrations.
In this paper, we focus on solving the FPM reconstruction problem with deep learning.

Deep learning is a machine learning technique that finds the correct mathematical mapping
between input and output with deep neural networks (DNN) [34,35]. Given large amounts of
training data, deep neural networks can be trained to solve high-level and low-level computer
vision problems. DNN based methods have been applied in image reconstruction [36–40]
and phase retrieval [41, 42]. These works have achieved favourable results and expanded the
application of DNN. Recently, methods that utilizing DNN to perform FPM reconstruction have
be proposed [43–45] which perform well in reconstructing high-resolution images. However,
these methods cannot recover phase images or focus on one type of sample. Inspired by these
researches [36–45], we build a multiscale deep residual network termed Fourier ptychographic
neural network (FPNN) to solve the FPM reconstruction problem. FPNN is able to reconstruct the
high-resolution complex fields of many types of samples. To build a network with a reasonable
size, we first synthetic the captured FPM intensity images into a complex filed (without iteration)
and use the complex field as network input. The output of the network is also a complex field.
We capture 400 animal tissue images and build a simulation dataset by performing FPM imaging
model with the tissue images. We also build an actual dataset by capturing intensity images using
a FPM system. The simulation dataset and actual dataset are separated as training datasets and
test datasets respectively. Our model is trained with the simulation training dataset and finetuned
with a finetune dataset which contains actual training data. Experiments show that the FPNN
model performs a great reconstruction result on the simulation test dataset and the actual test
dataset.
Comparing with traditional iteration-based reconstruction methods, FPNN achieves better

results while consuming much less time. Once well trained, FPNN can perform high-quality
FPM reconstruction rapidly by using the graphics processing unit (GPU). Experiments also show
that FPNN can still reach a good reconstruction result when fewer intensity images are provided
or system aberration exists, which is due to the excellent generalization ability of DNN. Shaowei
Jiang et al. recently modeled FPM with neural network and solved the FPM reconstruction
problem with back propagation [46]. They creatively solved the FPM reconstruction problem
in the training process by forcing the network loss as zero. However, their method is still an
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iteration-based algorithm although the calculation is done with neural networks. Different from
their solution, our model is a DNN that studies the non-linear relations between input and output
by training with a large scale dataset. Our work is also inspired by Yair Rivenson et al. who
propose a research [41] that solves phase retrieval with DNN. They report a new framework
that reconstructs phase and amplitude images of the objects using only one hologram with an
appropriately trained DNN. But the ground truth images they use to train the DNN are calculated
by using the traditional iteration-based method. We employ another strategy to build the training
dataset that using the captured high-resolution images as ground truth and generating simulated
FPM intensity images with FPM imaging model. With our strategy, FPNN can achieve a better
performance than traditional iteration-based methods and it is possible for us to quantitatively
analyze the reconstruction results.
This paper is structured as follows. In Section 2, we discuss the imaging model and

reconstruction model of FPM. In Section 3, we propose a new framework for FPM reconstruction
by using DNN and describe the architecture of our network termed FPNN. In Section 4, we show
the performance of FPNN and traditional FPM reconstruction methods. Finally, we conclude
this paper with some summaries and discussions in Section 5.

2. Principle of Fourier ptychographic microscopy

The theories of FPM are mainly composed of two parts, the imaging model and the reconstruction
model. The imaging model represents the process that plane waves pass through the microscope
and image on the sensor. The reconstruction model represents the process that recovering the
high-resolution complex field with the low-resolution intensity images. In practice, the imaging
model is mainly used for simulation and only the reconstruction model is needed for recovering
the complex field.

In FPM, a thin specimen can be represented by its transmission function o(r), where r = (x, y)
represents the 2D spatial coordinates. Assuming the LEDs are sufficiently far from the sample
stage, the illumination waves are approximately oblique plane waves. For the lth LED, the wave
vector can be formulated as

kl = (
sin θxl
λ

,
sin θyl
λ
) (l = 1, 2, · · · , NLED), (1)

where (θxl, θyl) denote the illumination angle for the lth LED and λ is the wavelength. Illuminating
the specimen using an oblique plane waves with a wave vector kl is equivalent to shifting the
specimen spectrum O(k) to be centered around kl , expressed as

F{o(r) exp(iklr)} = O(k − kl) (2)

When passing through the objective lens, the field is low-pass filtered by the objective lens with
pupil function P(k). The imaging model of FPM can be expressed as

Ilc(r) = |glc(r)|2 =
��F−1 {P(k)O(k − kl)}

��2, (3)

where Ilc(r) denotes the intensity on sensor, glc(r) denotes the complex field on sensor, O(k−kl)
denotes the spectrum of the specimen illuminated by a plane wave with a wave vector kl ,
k = (kx, ky) represents the 2D frequency coordinates and F−1 denotes the inverse Fourier
transform.

The principle of FPM reconstruction is to synthesize glc(r) in Fourier space and get an estimation
of high-resolution complex field oe(r) = F−1 {Oe(k)}. However, the phase information is lost
during the imaging process and only Ilc(r) is recorded. To solve this problem, the phase retrieval
method is introduced. The most classic reconstruction method, termed Alternate Projection (AP),
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is to iteratively estimate the complex field and update them with captured intensity images. One
iteration can be formulated as

gle(r) = F−1 {P(k)Oe(k − kl)} , (4)

and

P(k)Oe(k − kl) = F

{√
Ilc(r)
|gle(r)|

gle(r)
}
. (5)

Equation (4) is to estimate the complex fields corresponding to each illumination and Eq. (5) is
to update the complex fields using the captured low-resolution intensity images. The operations
in Eqs. (4) and (5) are repeated until the estimated spectrum converges and the iteration starts
from an intensity-only guess of gle(r).
At last, by inverse Fourier transforming the estimated spectrum Oe(k) to oe(r), the high-

resolution intensity and phase are extracted from oe(r).
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Fig. 1. Schematic diagram of FPM. (a) The system setup of a FPM. (b) The reconstruction
process of FPM.

Figure 1(a) shows the setup of a typical FPM system for capturing low-resolution intensity
images. Figure 1(b) shows the process of the FPM reconstruction process of traditional iteration-
based methods. The goal of this paper is to reconstruct high-resolution complex fields with a
neural network instead of the FPM reconstruction model.

3. FPM reconstruction framework with FPNN

In this section, we propose a new framework to solve the FPM reconstruction problem. Our
framework includes preparing the model input, building the dataset and, most important of all,
the proposed FPNN model. We describe a method to synthetic low-resolution intensity images
together as a complex field input for FPNN. We also describe how to build datasets to train FPNN
with FPM imaging model. We are inspired by many image reconstruction neural networks when
designing our model.
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3.1. Model input

In a typical FPM setup, a LED array with hundreds of LEDs is used to provide illumination.
In other words, the input data is a 3D image tensor with hundreds of channels. Generally, the
channels in the first layer of a DNN should be dozens of times that of the input data to extract
image features well. If the captured intensity images are directly used as input of the neural
network, the network channels of each layer will be of hundreds or even thousands, which is out
of reality. Not only that, the model will not be able to work on other systems with a different LED
number if the images are directly inputted. To avoid these problems, the images are synthesized
in Fourier space to form a complex field, formulated as

P(k)Oi(k − kl) = F
{√

Ilc(r)
}
. (6)

The operation in Eq. (6) is very similar to the update process of one iteration in Eq. (5). Therefore,
Eq. (6) can be regarded as half of an iteration in traditional FPM reconstruction. The synthesized
spectrum is inverse Fourier transformed to a complex field, expressed as

oi(r) = F−1 {Oi(k)} . (7)

Although oi(r) is a high-resolution complex field, there are many artifacts in it. Traditionally, the
artifacts are eliminated gradually with dozens of times of iterations. In this paper, we use neural
networks to finish the reconstruction next. Since the complex fields cannot be processed by most
deep-learning libraries directly, the intensity and phase of oi(r) are extracted and combined as
the input of the model.

As shown in Fig. 2, the synthetic input reduces the data channels of the neural network input
and subsequent layers. Therefore, we are able to train the neural network on a GPU. Besides, with
the synthetic input, if a trained network is applied to a different system setup, only the synthesis
process needs to be revised.

Neural network

Neural network
Synthesis with equation (6) and (7)

Extract intensity and phase

Convolution layer

…

…

Intensity images (169 channels)

Synthetic complex filed (1 channel)

Feature map (direct input with thousands 

of channels and synthetic input with 64 

channels)

Synthetic intensity and phase (2 channels)

Direct input

Synthetic input

Fig. 2. Differences between direct input and synthetic input.

3.2. Building the datasets

To use a deep neural network, a large training dataset is required to train the network and a small
test dataset is required to test the network performance. At the very beginning, we applied a
strategy like the one proposed by Yair Rivenson et al. [41]. We captured dozens of groups of
FPM low-resolution intensity images and used the FPM reconstruction results as the ground
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truth. The dataset was separated into a large part as the training dataset and a small part as
the test dataset. The network converged fast with the training dataset and performs well on the
test dataset. However, we find the problems using this strategy soon. Firstly, the intensity and
phase of a specimen are highly related to each other in reality. With the actual data building the
training dataset, the network learns the correlation between intensity and phase and the mapping
of the FPM reconstruction is weakened. Secondly, the correlations between intensity and phase
are not the same in different specimens. Training with actual data, the generalization ability of
the network is weakened. At last, with the FPM reconstruction results as the ground truth, the
network will never reach a better result than conventional FPM reconstruction methods.

To avoid the above problems, we generate datasets with simulations, like the strategies used in
many deep learning image reconstruction projects. The original images serve as the ground truth
and the degraded images serve as the model input. We capture 400 high-resolution images of
different specimens as the intensity and phase in the FPM imaging model. We use these images
randomly as intensity and phase to get 1600 high-resolution complex fields which are used as the
ground truth. The low-resolution intensity input of the model is generated with the FPM imaging
model using these high-resolution complex fields. Gaussian distribution noises with zero mean
and standard deviation ranging from 0 to 3 × 10−4 are added on the dataset images. The dataset
is randomly cropped to generate a dataset with 25600 patches and then separated randomly as
the training dataset with 23040 patches and the test dataset with 2560 patches. An example of
building the training dataset is shown in Fig. 3.

··· ···

Select Simulate Predict

The captured high-resolution images The simulated FPM data

The intensity and phase ground truth The results of DNN model

Calculate loss

Fig. 3. An example of how to build and use the training dataset.

Besides the aforementioned simulation datasets, we build a finetune dataset. To prevent
overfitting, the finetune dataset contains half simulation data and half actual data. We captured
50 sets of FPM low-resolution data and get the high-resolution results as the "ground truth" using
the AP method. These data is randomly cropped to generate a dataset with 450 patches and
then separated randomly as the training dataset with 400 patches and the test dataset with 50
patches. Then we randomly extract 400 patches of data from the simulation dataset to make up
the finetune dataset together with the real data, because the real dataset is much smaller than
the simulation dataset. With the finetune dataset to finetune the model, the model can learn the
system aberrations which are unable to quantify and the performance of the model will be further
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improved. For lack of ground truth, the actual test dataset is only used for qualitative analysis.
As shown in Fig. 1(a), the system we use to capture images equips a 4× objective lens with

a numerical aperture (NA) of 0.13. A scientific CMOS (sCMOS) camera with 2560×2160
pixels (6.5 um pixel size) is used to record the intensity images. The LED array (505 nm central
wavelength) with 169 elements is placed 100 mm below the specimen for providing angle-varied
illumination. The illumination NA of the LED array is 0.4455 and a micro control unit (MCU) is
used to control the LED array.

3.3. Reconstruction with FPNN

As mentioned before, Shaowei Jiang et al. report a method that models FPMwith neural networks
and solves the FPM reconstruction problem with back propagation [46]. They creatively covert
the FPM reconstruction problem to training a neural network. However, they only use the neural
network to calculate the gradient and minimize the loss like other optimization methods [47].
Their method is still an iteration-based algorithm. With their method, every time to perform the
reconstruction, the training process is carried out. Different from their strategy, we build our
model using DNN and train the model to study the non-linear relations between input and output
with a large-scale dataset. Once the DNN is trained, the reconstruction process can be rapidly
performed by predicting with the DNN.

×1/8 ×8

×1/4 ×4

×1/2 ×2

Feature maps 16 ResBlocks Feature maps

×1 ×1

Residual moduleDownsample module Upsample module

Reconstruction 

module

Synthetic inputFPM raw data Results

Fig. 4. Model architecture of FPNN. The architecture of a residual block and the architecture
of an upsample module are shown on the right side.

Considering a set of FPM low-resolution intensity images as Z, we get the 2-channels input
tensor Y by synthesizing Z, Y = Syn(Z), which is defined in Eqs. (6) and (7). The goal of
our model is to reconstruct from Y a 2-channels tensor F(Y) that is as similar as possible to
the ground truth X. To achieve the goal, we design a multiscale deep residual neural network
termed FPNN. Although designed for FPM reconstruction, FPNN has the potential for other
image reconstruction applications such as image super resolution and imaging deblurring. The
architecture of FPNN is detailed in Fig. 4 with different color blocks representing different
network layers. From the view of function, FPNN consists of four parts.

1) Downsample module. The synthesized 2-channels input is simultaneously inputted to four
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convolutional layers, creating four data flows. The four convolutional layers take 2-channels
images as input and output 64-channels feature maps. The output feature maps are then
downsampled ×1, ×2, ×4, ×8 by four max pooling (MaxPool) layers. This multiscale architecture
enables the network to suppress the interference artifacts and reconstruct the high-resolution
complex field with different feature sizes.
2) Residual module. The output of a MaxPool layer is followed by 16 residual blocks and a

convolutional layer. Each residual block is composed of two convolutional layers and one rectified
linear unit (ReLU) activation layer sandwiched in the middle. Residual blocks create information
flows between the input and output of the blocks, which greatly enhances the performance
and convergence speed of the neural network. We use the residual block proposed by Bee
Lim et al. [40] which is more compact and performs better comparing with residual blocks in
other models such as ResNet [48] and SRResNet [39]. Sixteen basic residual blocks and one
convolutional layer make up a large residual block. The large residual block takes a 64-channels
feature map as input and outputs a 64-channels feature map.
3) Upsample module. After the residual module is the upsample module which upsamples

the feature map to the same size with the synthetic input. The upsample module architecture
is related to the downsample times. For example, the ×8 upsample module is composed of
three convolutional layers and three pixel shuffle (PixelShuffle) layers sandwiched together. The
convolutional layers in upsample module take 64-channels feature maps as input and output
256-channels feature maps. The PixelShuffle layers in upsample module take 256-channels
feature maps as input and output 64-channels feature maps while upsampling the size ×2. The
upsample module is ended with a convolutional layer that takes a 64-channels feature map as
input and outputs a 64-channels feature map.
4) Reconstruction module. After the upsample module, four 64-channels feature maps are

concatenated together to be a 256-channels feature map. This concatenate operation synthesizes
all features from four scales together. At last, a convolutional layer takes in the 256-channels
feature map and outputs a 2-channels feature map which is composed of the high-resolution
intensity and phase.

4. Experiments

In this section, we show the results of our simulations and experiments. The FPNN is already
pretrained with the simulation training dataset and finetuned with the finetune dataset before the
test. We finetune FPNN with the purpose of improving its performance on actual data. The
hyperparameters of FPNN are carefully adjusted to reach the best performance in the training
process. Specifically, we set the learning rate as 1 × 10−4, the kernel size as 3, the batch size as
16 and the patch size as 192. We pretrain FPNN with 300 epochs and finetune the pretrained
FPNN with 100 epochs. We use L1 loss function to constraint the training. We perform FPNN
and AP on the simulation test dataset under a series of noise levels. The performance and speed
of different reconstruction methods are also compared. We also show the performance of FPNN
with fewer intensity images. At last, we show the reconstruction results of FPNN and AP on the
actual dataset. To be clear, all results of FPNN in subsection 4.1 and 4.3 are test on a same well
trained model and the models in subsection 4.2 are trained respectively because their training
datasets are completely different from each other. All methods are implemented with Python and
run on a NVIDIA GTX 1080Ti graphics card.

4.1. Performance under noise

To evaluate the effectiveness of FPNN, we perform FPM reconstruction with FPNN and AP on the
simulation test dataset and compare the results of these two methods. Under actual experimental
conditions, the captured intensity images are contaminated by imaging noise which greatly affects
the reconstruction results. To simulate the actual conditions, Gaussian distribution noises with
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Fig. 5. Evaluation of reconstruction results under a series of noise levels. (a)-(c) show the
L1 loss, PSNR and SSIM of reconstructed intensity images under noise. (d)-(f) show the L1
loss, PSNR and SSIM of reconstructed phase images under noise.

zero mean and standard deviation ranging from 2 × 10−5 to 3 × 10−4 are added on the test dataset
respectively. The FPNN method is already trained on the training dataset before test and dataset
images are synthesized as the complex field before input to the FPNN model. Fig. 5 shows the
Manhattan distance (L1 loss), peak signal-to-noise ratio (PSNR) and structural similarity index
(SSIM) of AP and FPNN under different noise levels. Besides, Fig. 6 shows some example
reconstruction results of these two methods as well as Shaowei Jiang’s method [46]. The central
low-resolution intensity image, the input of FPNN and the ground truth are also shown. The L1
loss, PSNR and SSIM of these example images are also shown in the figure. Because Jiang’s
method costs too much time to finish one reconstruction, we are not able to test it on the whole
test dataset. As the plots and example results show, FPNN’s results have more details and fewer
artifacts comparing with AP and Jiang’s method. The phase reconstruction results of AP and
Jiang’s method suffers from the deviation of gray-scale value while the phase results of FPNN
are much more accurate. It can be concluded that FPNN performs better and more robust than
AP and Jiang’s method under noise. Table 1 shows the time consumption of all methods with
different patch sizes. Benefiting from the end-to-end structure and GPU computing, FPNN
achieves a much quick reconstruction speed, which will promote the application of FPM in
dynamic observation.

Table 1. Time consumption of reconstructing a patch

Patch size APa FPNNb Jiang’s methodc

128 1.91s 34.6ms 6.57s

192 2.63s 55.9ms 4.97min

256 4.05s 121ms 15.8min

512 12.7s 431ms 4.06h
a The AP method is implemented with Python.

b The FPNN method is implemented with Python and PyTorch.
c Jiang’s method is modified from the open source code [46] which is implemented with Python and Tensorflow.
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Fig. 6. Example reconstruction results of AP, FPNN and Shaowei Jiang’s method on the
simulation test dataset. Gaussian distribution noises with zero mean and standard deviation
of 1 × 10−4, 2 × 10−4 and 3 × 10−4 are added on group 1, 2 and 3.

4.2. Performance with fewer intensity images

As discussed in Section 1, more than one hundred low-resolution intensity images are captured
and synthesized together in FPM reconstruction, which limits the temporal resolution of FPM.
Reducing the number of intensity images, the final resolution of reconstruction results will
decrease, which is equivalent to add blurring to the final results. If high-resolution intensity and
phase can be reached with fewer low-resolution images, the temporal resolution of FPM will
greatly increase. To test the performance of FPNN with fewer intensity images, we compare
the reconstruction results of FPNN methods with 9, 25, 49, 81, 121, 169 images and the result
of AP with 169 images. Gaussian distribution noises with zero mean and 1 × 10−4 standard
deviation is added on the test dataset. The FPNN model is only trained once with the simulation
training dataset which is composed of 169-images data. The L1 loss, PSNR and SSIM of the
reconstruction results are shown in Fig. 7. The experiment demonstrates that FPNN can still
reach a usable reconstruction result when greatly reducing the captured intensity images. This
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Fig. 7. Evaluation of reconstruction results with fewer intensity images. (a)-(c) show the L1
loss, PSNR and SSIM of reconstruction results respectively. The L1 loss, PSNR and SSIM
of AP are always measured with 169 images.

characteristic of FPNN is very useful in conditions that requiring high temporal resolution. This
experiment also proves that a pretrained FPNN model can be directly applied to a different FPM
system and still achieves good reconstruction results.

4.3. Reconstruction results on the actual dataset

As mentioned in Subsection 3.2, we build a dataset using actually captured low-resolution images.
We use the smaller part of this dataset to validate the performance of FPNN on the actual system.
Because only low-resolution intensity images are captured, the ground truth of this dataset is
nonexistent. Figure 8 shows some example reconstruction results of FPNN and AP on this dataset.
As shown in the figure, FPNN achieves great reconstruction results comparing with AP and the
results of FPNN are even cleaner than AP in some cases.

Intensity
LR

AP FPNN

Phase

1

2

3

Intensity PhaseSpectrum Spectrum

Fig. 8. Example reconstruction results of AP and FPNN on actual dataset.

5. Conclusion and discussion

In this paper, we propose a multiscale deep residual neural network termed FPNN for Fourier
ptychographic microscopy reconstruction. In FPNN, the objects are treated as 2-channels feature
maps with intensity and phase separated. To control the model size, the captured intensity images
are synthesized as a 2-channels feature map before input to FPNN. We design four data flows
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with tandem residual blocks in FPNN to suppress the interference artifacts and reconstruct the
high-resolution complex field with different feature sizes. All feature maps in four data flows are
then concatenated together to reconstruct the final result. We employ the widely used open-source
deep learning library PyTorch to train and test the model.
We carry out experiments to compare the performance of FPNN and AP under different

noise levels. The results show that FPNN reaches better reconstruction results while consuming
much less time. We also test the performance of FPNN with fewer intensity images. It can be
concluded from the results that the reduction of intensity images has a much smaller impact on
FPNN than AP. FPNN can still reach a usable reconstruction result while greatly reduce the
required intensity images. With FPNN to recover the high-resolution intensity and phase, FPM
can perform much better and faster. It is also reasonable to believe that our model can be used in
other phase retrieval problems.
As shown in this paper, it is superior to use the deep neural network to perform FPM

reconstruction. It would be a future work to find a better model architecture or a better training
method. Here we propose some possible directions. First, a simple loss function can not perfectly
constraint the training process and a loss with more statistical information may lead to better
results. Second, although our FPNN performs better than the AP method under noise, it is trained
using ideal simulation data without noise or other system aberrations. If the training dataset
contains different kinds of system aberrations, the FPNN would be more robust.
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